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structure (1947), one k ind  corresponding to 5.78 and the 
other to 2.3 valence electrons. 
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The chief factor in limiting the presently attained accuracy of lattice-parameter determinations and 
stress evaluations by X-rays is the spectral width of the primary characteristic radiation. At large 
angles, where the line is most sensitive to changes of lattice dimension, the spectral width pre- 
dominates over the width due to the geometry of the usual collimating systems. The accuracy of 
parameter determinations is limited essentially by the accuracy with which the center of such a line 
can be measured. For a diffraction line with a smooth intensity distribution, recorded on film, the 
error of measurement caused by the irregular fluctuations of density arising from the film grain is 
determined experimentally. 

It is shown that  the present accuracy of stress measurements by X-rays has, in favorable cases, 
reached the limit given by the spectral width of the characteristic radiation. 

1. Theoret ical  considerat ions  

A. Introduction 

In  past  years, the accuracy of la t t ice-parameter  
measurements  from Debye-Scherrer diagrams has been 
increased by  improvements  in technique and calcula- 
t ion methods. The best reported da ta  (Bradley & Jay ,  
1932; Je t te  & Foote, 1935) give a relative error of lattice- 
parameter  determinat ion 

I 3d/d I ~ 2  x 10 -5. 

Yet, this accuracy is still insufficient for m a n y  purposes. 
I t  is, therefore, desirable to inquire into the causes 
which have l imited the a t t a inment  of higher accuracies. 

One source of error is due to the physical  na ture  of the 
sample; specifically, lattice distortions and small  grain 
size. However, this cause can be removed by adequate  
preparat ion of the sample and will not be further dis- 
cussed; and, for the following discussion, i t  will be 
assumed tha t  the sample consists of perfect and ident ical  
crystals of sufficiently large size. 

* Work supported by the National Advisory Committee 
for Aeronautics, Washington, D.C. This paper is based upon 
NACA Technical Note No. 1375 (October 1947). 

A large number  of papers have treated the corrections 
to be applied to the measured line position in  order to 
take into account the absorption by the sample, re- 
fractive index, fl]m shrinkage, etc. I t  will be assumed 
tha t  all these corrections can be calculated exactly,  so 
tha t  the only remaining source of error is the uncer ta in ty  
of measurement  of the center of a given diffraction line. 
I t  is shown later tha t  these assumptions are justified; 
i.e. tha t  the actual  accuracy is as high as can be expected 
if  only the last-mentioned source of error is taken into 
account. 

B. Line width 

The factor which l imits the accuracy with which the 
center of a diffraction line can be located is its width. I t  
is, therefore, necessary to investigate the causes of line 
width. 

The l i terature contains a number  of extensive discus- 
sions of the geometrical line width (Lihl, 1932, 1934; 
Hal la  & Mark, 1937, p. 159), i.e. tha t  width which is 
calculated from the geometry of the apparatus  and 
which assumes tha t  the X-ray  beam is monochromatic.  
The width depends on such factors as collimator size, 
the distance between collimator and specimen, the 
distance between specimen and film, the thickness of the 
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specimen (in the case of transmission), and the absorp- 
t ion in the sample. Fig. 1 shows some representative 
cases for geometrical widths plotted as a function of 
the Bragg angle 0. 

However, another and very impor tant  cause of line 
width which has received lit t le t rea tment  is tha t  due to 
the spectral i m p u r i t y  of the pr imary  beam. In  order to 
compare the ' spect ra l '  width with the geometrical 
width,  we shall calculate the form of the diffraction line 
under  the assumption tha t  all geometrical causes of 
width are negligible. 

Let  us assume tha t  a randomly  distr ibuted mass of 
perfect crystals is used and tha t  the size of the colli- 
mator  and the depth of penetrat ion of the beam into the 
crystal  aggregate are negligible. A Debye-Scherrer line 
would have a width corresponding to the range of wave 
lengths in the pr imary  beam. 
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Fig. 1. Line width B as a function of diffraction angle O. 
(a) Geometrical width for ideal case in which a focusing con-. 
dition is used and it is assumed that the diffraction line can 
be made a faithful image of a collimator of width 0-02 cm. at 
any Bragg angle. (b) As (a) but with collimator of width 
0"06 cm. (c) Geometrical width with sample in form of 
cylinder of 0.01 cm. diameter, with camera radius of 7.0 cm., 
a~d with a circular collimator of width 0"05 era. placed 
8.0 cm. from specimen. This curve is calculated from a 
formula given by Lihl (1932) for complete absorption. 
(d) Spectral width calculated from equation (8) for film-to- 
specimen distance of 5 cm. (e) As (d) but for film-to- 
specimen distance of 10 cm. 

To each wave-length h, there corresponds on the 
X-ray  photograph an angle qt = 20 given by 

X = 2 d s i n  ½qt, (1) 

where the order number  n is considered to be included 
in the effective spacing d. The in tens i ty  of the incident 
characteristic radiation, Kaz,  will be assumed as given 

by  A 

z(~) = (~_ ~0)~ + (½w)~' (2) 

where ~0 is the wave-length corresponding to the in- 
tensi ty  max imum,  w is  the spectral width* of the line 
(Fig. 2), and A is a constant. 

* w characterizes the wave-length spread of the incident 
characteristic radiation, whereas in the  following, 'spectral 
width '  will mean tha t  part  of the width of the diffraction line 
which is due only to the spectral impuri ty of the characteristic 
radiation. 

Let us define an angle ½¢0 so tha t  

~0 = 2dsin ½¢0. (3) 
In  subst i tut ing (1) and (3) into (2) we obtain for the 

intensi ty  distr ibution of the radiat ion diffracted by  all 
crystals 

r ( ¢ ) =  F(¢) 
(2g)2(sin ½ ¢ -  sin ½¢0) 2 + (½w) ~' (4) 

where the funct ion 2'(¢) depends on the intensi ty  of the  
pr imary  beam and m a y  be considered a constant for one 
given line. 

Dividing through by  (2d) ~ and using (3), we obtain 

C 
I(¢)=(sin½¢_sin½¢o)9+(½wsin½¢o/)o) ~. (5) 

I f ¢  is not too close to 180 ° and the line not too broad, 
we can make the subst i tut ion 

sin ½ ¢ -  sin ½¢0= A(½¢) cos ½¢0. (6) 
Equat ion  (5) thereby becomes 

C 
I(¢) = (A¢) ~ + (wtan ½¢0/~0) ~" (7) 

I 

Fig. 2. Spectral intensity distribution for a characteristic 
X-ray line. 

Comparison of (7) with (2) shows tha t  the form of the  
Debye-Scherrer line is the same as tha t  of the spectral  
line and tha t  

W 
w = 2 ~ tan ½¢0 (s) 

is the angular  width  of the Debye-Scherrer line. 
Equat ion  (8) expresses the well-known fact  t ha t  the  
dispersion increases proport ionally with t an  0. ~ r t h e r -  
more, according to (5), the  diffraction line is asym- 
metrical.  

Curves (d) and (e) of Fig. 1 represent spectral widths,  
calculated from (8) for 5 and 10 era. film-to-specimen 
distances, respectively. I t  m a y  be noted that ,  with con- 
ventional  collimator sizes, the geometrical width pre- 
dominates at the lower Bragg angles whereas at very  
large Bragg angles, 80 ° or more. the spectral width 
predominates. 

C. Errors of parameter measurement 
The accuracy with which the center of a line can be 

located depends on m a n y  factors. I f  a Geiger-Miiller 
counter or ionization chamber  is used for recording a 
line with a smooth in tens i ty  distribution, the l imi t  of 
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• accuracy will depend on the stability and sensitivity of 
the instruments and, in the case of counters, on the 
counting time. In photographic recording, an otherwise 
uniform line will appear to have an erratic intensity 
distribution because of the density fluctuations pro- 
duced by the film grain. Even with a smooth intensity 
distribution ideally recorded on infinitely fine-grained 
film, a limit of accuracy for visual line-center determi- 
nation is reached because the eye is unable to distinguish 
density gradations beyond a given value (dependent on 
the particular observer, density value, type of illumina- 
tion, etc.). 

Let x be the position of the center of a diffraction line 
of linear width B on a photographic film. The determina- 
tion ofx will be possible only within a finite error Sx. Let 

r=3x /B  (9) 

be the relative error of the measurement of such a line. 
We wish now to discuss the influence of this error upon 
the accuracy of d, and we must distinguish between two 
errors, one due to geometrical causes and the other to 70 
the spectral impurity of the characteristic radiation. 

(1) Geometrical error. By logarithmic differentiation / 60 
of (3), we obtain so 

l~d/dl=l~OocotOol, (10) ~ ,o 
where ½¢0= 00" ~1~ 30 

If  the distance between the film and specimen is R, 
20 - - b  

we may write 3x = 2R30 o . (11) 
10 

Combining (9), (10) and (11), we obtain for the relative 
error in the lattice spacing 

3d -g~r [. (12) 
(2) Spectral error. The linear width of the diffraction 

line may be written as 
B = R W ,  (13) 

where W, the angular width, is given by (8). Hence, 

2Rw 
B =  -~-0 tan00, (14) 

and, proceeding as above, we obtain for the spectral 
error 

l ~d rw ¥ =~. (15) 

The following values of w and h 0 for two representa- 
tive X-ray lines have been taken from Compton & 
Allison (1935, p. 745): 

~0(x.) w(X.) W/ao 
C u K a  1 1537.4 0"58 3.7 x 10 -4 
Co K~ 2 1785.3 0.81 4.5 × 10 -4 

Since the order of magnitude of w/h o is the same for 
most X-ray lines, we may take W/ho~4 × 10 -4. Hence, 
equation (15) becomes 

[3d/d I ~ 4  × 10 -4r. (15a) 

Fig. 3 shows a comparison between equations (12) 
and (15a). In both cases, r is considered a constant 
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independent of 0 and has been given the value 1/15 (see 
section on experimental work). Curve (a) represents 
the spectral error calculated from equation (15a). 
Curves (b) and (c) are calculated from equation (12) 
under the assumption that  optimum focusing is 
achieved and that  B is constant for all Bragg angles. 
The assumption that  B and r are constant makes the 
curves (b) and (c) somewhat schematic. However, Fig. 3 
does indicate tha t  the major error at the low Bragg 
angles is caused by the geometrical width, whereas at  
the larger Bragg angles the spectral error may become 
comparable with the geometrical error, or predominate. 
At 0 =  90 °, the geometrical error vanishes, and the re- 
maining error is spectral. Thus, for 0 = 90 °, 

[ 3d/d 1~3 x 10 -5. 

This is indeed the accuracy reported in the best pre- 
cision measurements. 

B=0"06cm. 
R=5~) cm. 

~ I  I I l I 

\ 
\ 

\ 

B=0"02cm. \ \ 
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Fig.  3. Re la t i ve  error  o f  l a t t i ce -paramete r  de te rm ina t i on  duo 
to  inaccuracy  o f  l ine-center  measurement .  (a) Spect ra l  er ror  
calculated from equat ion  (15a). (b) and  (c) Calculated from 
equat ion  (12), assuming op t imum focusing and  t h a t  B is 
cons tan t  for all Bragg angles. 

We conclude that  the present methods for precision 
lattice-parameter determinations (at high angles of dif- 
fraction) reduce all geometrical errors to a negligible 
quantity. There remains, however, an inherent error of 
line-center measurement due to an inevitably wide line 
recorded on film. 

According to curves (a) and (b) of Fig. 3 the relative 
error in the lattice-parameter measurement at  80 ° is 
due practically to the spectral impurity only. Any im- 
provements in the geometry of the apparatus, such as 
reducing the slit size or increasing the distance between 
film and specimen, do not lower this error; the only 
effect is to reduce the intensity of the diffraction line. 

D. Limits of accuracy of stress measurements by the 
Debye- Scherrer method 

I t  is well known that  the X-ray stress evaluation is 
based upon a lattice-parameter determination, but tha t  
the procedure differs from the method of precision 
measurement of lattice parameters of unstressed 
crystals by a number of circumstances unfavorable to 
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the stress method. First, t he  physical nature of the 
sample is not a matter of choice. Thus, the crystal grains 
may be so large that  the intensity distribution in the 
diffraction line becomes exceedingly erratic, or so small 
that  the line becomes wide, and, further, plastic defor- 
mation within the sample may give rise to a line of un- 
known width and intensity distribution. On the other 
hand, in ordinary lattice-parameter measurements, the 
crystal size can be chosen to be as favorable as desired. 
Secondly, a serious source of trouble may arise because 
of the frequent inability to 'average' a reflection by 
complete rotation or oscillation of the sample. 

A question arises as to whether the present X-ray 
techniques have overcome these disadvantages of the 
stress method. Since no direct accuracies of lattice- 
parameter measurements are reported by those authors 
who are concerned with stress evaluations, we may 
calculate the relative error of the parameter determina- 
tion, ~d/d, from data quoted on the precision of stress 
determinations. 

In a typical case, viz. back-reflection from a steel 
surface, the sum of the principal stresses, S 1 + $9-- S, in 
the surface is given by the relation 

E Ad 
v d '  

where E is Young's modulus, v Poisson's ratio, d the 
lattice value in the unstressed state, and Ad the change 
in the lattice spacing caused by the stress. 

"An error in the determination of the lattice change 
~(Ad), or, which is the same, (~/2)3d (Worthing & 
Geffner, 1943, p. 206), gives rise to an error in the stress 
evaluation by an amount 

E 3d~2" 

For steel, we take E = 28 × 106 psi, v = 0.3, and, as a 
reasonable experhnentally determined value for the 
stress error, $S -- 2000 psi (Norton & Loring, 1941). 
Substituting these values into the above expression for 
3S and solving for the relative error in the spacing, we 
obtain 

I~d/dl~2× 10 -5. 

This is precisely the error of lattice-parameter measure- 
ments per se, where the nature of the sample and the 
geometric arrangement are at the observer's choice. 

We conclude that  the specific disadvantages inherent 
in the method of stress determinations have, in fact, 
been substantially overcome and that  the actual 
accuracy is nearly as good as can be expected from errors 
due only tb the limits of accuracy of lattice-parameter 
measurements in the narrow sense of the word, i.e. 
under the most favorable conditions chosen. Therefore, 
the discussion of the previous sections applies also to 
stress measurements, and it can be concluded that  the 
present limit of accuracy is due to the spectral width of 
the primary radiation. 

2. Experimental work 

Given a diffraction line with a smooth intensity distri- 
bution, how accurately can the line center be deter- 
mined from a photographic record ? I t  is apparent that  
the result will depend on the grain size of the film, the 
density level of the exposure, and the processing con- 
ditions. Consequently, only a few representative cases 
will be considered here. 

We shall consider a subjective and an objective 
method for the line-center determination, and the 
standard deviation of measurement, ~, will be deter- 
mined for both cases. 

In a normal distribution of errors, the frequency of 
errors outside the range _+ 3~ is very small; the number 
of observations beyond this limit will be less than 1% 
of the total number of observations. Hence, with the 
expectation that practically all measurements of the 
line center will fall within the range _+ 3~, the relative 
uncertainty of line-center measurement becomes 

r -  3cr/B. 

A. Subjective accuracy 
In this method, four experienced observers visually 

estimated the center of a diffraction line. 
A broad line was produced by irradiating a poly- 

crystalline sample of zinc with Cu K s  radiation. The 
K~ 1 component gave rise to a 213 reflection at a Bragg 
angle of 87.5°; the Ka~ component did not appear. 
A narrow line, also used in the subjective measurements, 
was simply a Ks  doublet occurring at a small Bragg 
angle on a Debye-Scherrer diagram. In both cases, the 
lines were obtained by rotating a cylindrical aggregate 
of the sample about an axis normal to the incident 
beam. TMs guaranteed a perfect crystal statistics which 
gave a diffraction line exhibiting a smooth intensity dis- 
tribution. 

The measuring instrument was a comparator 
equipped with crosshairs in the viewing lens, and the 
illumination and magnification were chosen to be con- 
venient for all observers. Each participant made 
several measurements of the line center and the data of 
each observer were averaged. The average value was 
considered to be the best line-center estimation for the 
particular observer. The best values of all observers were 
averaged and the standard deviation was calculated" 
from the latter value. The results are presented in 
Table 1, where R is the distance between the film and the 
sample. Obviously, the number of measurements is so 
small that  no exaggerated weight should be attached to 
these numbers. Furthermore, as we have pointed out, 
film quality, film density, developing conditions, etc., 
may change these results. Nevertheless, the increased 
relative accuracy for broader lines seems to be a fact. 

Table 1. Visual estimation of centres of diffraction lines 
cr(cm.) B =  RW(em.) r =  3 ~ / B  . 

Sharp line 0-00075 0.015 1/7 
Broad line 0.00074 0-077 1[85 
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This is also in agreement with what one would expect 
theoretically. Indeed, if the line width is of the order of 
one grain or cluster of grains, the ratio r will be of the 
order one. If, on the other hand, the line width is very 
large in comparison with the 'quasi-period' of the 
fluctuations of density, the uncertainty of the maximum 
will be relatively small so that  r should decrease. 

We have observed that  the data given by any one 
observer were far more consistent than the average 
values of each of the four observers. A plausible ex- 
planation is the following. 

The cross-hair is placed at that  point on the recorded 
line which shows the highest photographic density. 
However, a large grain or grain cluster will be con- 
sidered by the observer to be the point of maximum 
density, and this cluster will generally serve as a guide to 
the cross-hair, resulting in a high reproducibility for the 
particular observer. Another observer will also show 
high reproducibility of his measurements, using another 
grain or grain cluster as a reference. Of course, finer- 
grained film will result in an improved accuracy for the 
line-center measurement. 

The limit of the reproducibility by one observer de- 
pends on the width of the cross-hair, the resolution of 
the microscope and the micrometer screw. Actually, the 
accuracy as given in Table 1 is about five times lower 
than the reproducibility; the error is definitely due to 
the granular nature of the film. 

We have indicated that  the spectral width becomes 
comparable with the geometrical width at about 80 ° . 
Thus, it would be desirable to determine the measure- 
ment of a line center at this angle. However, for the 
usual film-to-specimen distance of 6 cm., the proximity 
of the a~ a2 doublet influences the subjective evaluation 
of one of the lines. Consequently, we can only inter- 
polate the r value at 80 ° from Table 1. Thus, the 310 
reflection of Fe by Co Ka~ has an angular width of 
0.0054 radians. For a film-to-specimen distance of 6 cm. 
the line width, R W, would be 0.032 cm. From Table 1 
this would yield r =  1/15, 

which may be taken as a representative figure for the 
subjective accuracy if all reservations made above are 
remembered. 

B. Objective accuracy 

The objective studies were performed by determining 
the median of the microphotometer tracing of a diffrac- 
tion line. 

In a microphotometer tracing, the grain clusters, 
film defects, scratches, dust, etc., will be recorded and 
will vitiate the determination of the median, whereas 
such spurious fluctuations of density on the film will 
generally be 'recognized as such and will be disregarded 
by the eye so that  the eye has the advantage of critical 
discrimination. On the other hand, the eye is less able 
than the microphotometer to distinguish slight grada- 
tions of density. I t  should be expected, therefore, that  

the visual measurement would be superior for narrow 
lines, whereas, for broad lines, the objective determina- 
tion of the median will be better. Consequently, only 
broad lines were chosen for the objective measurements. 

Diffraction lines of varying widths were recorded on 
coarse-grained and fine-grained film. The broad lines, as 
in the case of the subjective studies, were the 213 re- 
flections of polycrystalline zinc, obtained by rotating 
the sample. On the other hand, a narrower line was 
produced by exposing a rotating film to a narrow beam 
of X-rays. This permitted measurements on a sharp 
line which was not composed of an overlapping Ka 
doublet. 

I I I I I 1 ~ : ~ : : ~  . . . . .  : : : ~ I 1 1 ~  
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Fig. 4. Microphotometer  t racing of broad line recorded on 
coarse-grained film. 

Fig. 5. Mierophotometer  tracing of broad line recorded on 
fine-grained film. 

Fig. 6. ]~licrophotometer t racing of a sharp line recorded on 
coarse-grained film. 

The microphotometer beam was 1 mm. long and 
0.01 mm. wide, and care was exercised to record grain 
clusters, film defects, etc., so that  no arbitrary averaging 
of the tracing would occur. This will account for irregu- 
larities in the tracing, but to have used a larger beam for 
averaging would have defeated the purpose of the 
experiment. 

A tracing was produced by scanniug along the width 
of the line. The scanning was repeated in order to obtain 
a duplicate tracing. The film was then rotated in its own 
plane so that  a new region of the line would be presented 
to the microphotometer beam. The width of the line was 
scanned again and, as before, a duplicate tracing was 
made. Five sets of tracings, or a total of ten, were so 
obtained for each film. Typical microphotometer 
records are shown in Figs. 4, 5 and 6. 

A sufficient region of the film on either side of the Hne 
was recorded in order to establish a base line. The curves 
were then carefully removed from the record by cutting 
along the tracing and along the base line for a specified 
distance on either side of the intensity maximum. The 
medians were determined by the usual process of cutting 
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the abscissa at some point x. The half-curves so obtained 
were weighed with a chemical balance and, after several 
cuttings and weighings, two half-curves with equal 
weight were obtained. A f t e r  the balance had been 
effected, t h e  distance between the cut edge and a 
fiducial mark  on the tracing was measured. This value 
consti tuted the X coordinate for the median.  

The s tandard deviat ion was determined from the 
X coordinates of a given diffraction line and, as before, 
+ 3o was taken  as the value beyond which the number  
of observations having this error would be  negligible. 

The results are presented in Table 2. 

Table 2. Photometric estimation of centers of 
diffraction lines 

o" B=RW 
(cm.) (cm.) r = 3tr/B 

Coarse film, sharp line 0"0018 0"034 1]6 
Coarse film, broad line 0.0034 0.17 1/18 
Fine film, broad line 0.0026 0.18 1/23 

The general tendency for increased relative accuracy 
for wider lines is again apparent.  However, it  is sur- 
prising that ,  for lines broader than  those evaluated 
visually,  the accuracy is lower. I t  seems tha t  the dis- 
cr iminat ing abi l i ty  of the eye makes it superior to the 
microphotometer  for the usual  range of line width. 

In  a more accurate method of objective evaluation, 
one woul4 first have computed, by  the method of least 
squares, the best-fitting curve corresponding to each 
microphotometer  tracing and then have determined the 
median.  However, this procedure appears too cumber- 
some for rofitine use. 

I t  is doubtful  whether the present choice of exposure 
t ime and background densi ty are the most favorable. 
Only further  investigations can answer the question. 

3.  C o n c l u s i o n s  

The m i n i m u m  width of a diffraction line depends on the  
spectral impur i ty  of the incident characteristic radia- 
tion. I t  has been shown tha t  at  large diffraction angles, 
80 ° or more, the spectral width will predominate  over 
the geometrical width. 

Such a diffraction line, produced with a smooth in- 
tensi ty  distribution, will appear irregular when re- 
corded on film because of the fluctuations in density 
caused by  the film grain. The l imit  of accuracy of lattice- 
parameter  determinat ion is reached because of the error 
of determinat ion of the intensi ty  m a x i m u m  of a wide 
line photographically recorded. Objective and sub- 
jective measurements  of the error in determinat ion of 
the line center lead to a relative error I 3d/d [ ~ 3 x 10 -5, 
due to the spectral width alone, in agreement with the best 
reported accuracy. 

The authors wish to thank  Dr C. S. Barret t  for a 
critical review of this paper. 
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The crystal structure of groutite, a new modification of HMnO 2 , has been determined. The dimensions 
of the orthorhombic unit cell are a= 4.58 A., b-10.76 A., and c=2.89 A., and the space group is 
D~-Pbnm. The atomic arrangement is very nearly identical with that of diaspore. 

I n t r o d u c t i o n  

The crystal lography of groutite, which has been re- 
'ported by  Gruner (1947), indicates tha t  it is a member  
of the diaspore-goethite group. In  a pre l iminary X-ray  
diffraction s tudy the size of the unit  cell was indicated 
as a--4:-56A., b--10.70A.,  and c=2 .85A,  or possibly 
twice the last value. Since mangani te  does not show the 
same structure as the isoformular a luminum and iron 
minerals,  boehmite and lepidocrocite, it  was thought  

advisable to make a determinat ion of the uni t  cell, space 
group, and structure of groutite in order to make certain 
of its identification as a member  of the diaspore-  
goethite group. 

The unit  cell a n d  s p a c e  group 

A crystal with no dimension larger t han  0.3 mm.  was 
selected. The Laue symmet ry  mmm was verified, and 
the unit-cell values a = 4 . 5 8 A . ,  b=10 .76A. ,  and  


